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Fig. 1. We present TexSliders, a diffusion-based method for texture editing. Top row: Given an input texture (highlighted in black) and a pair of natural
language prompts describing an arbitrary edit (e.g., “small stones” to “big stones”), existing methods fail to either perform the edit or preserve the texture
identity. Bottom row: Our approach finds a suitable editing direction in CLIP space [Radford et al. 2021], defining a slider that allows to manipulate the texture
along such direction (positive and negative) while preserving its original identity. Moreover, our method allows to combine multiple editing directions, as the
rightmost image shows (“small stones” to “big, mossy stones”).

Generative models have enabled intuitive image creation and manipulation
using natural language. In particular, diffusion models have recently shown
remarkable results for natural image editing. In this work, we propose to
apply diffusion techniques to edit textures, a specific class of images that
are an essential part of 3D content creation pipelines. We analyze existing
editing methods and show that they are not directly applicable to textures,
since their common underlying approach, manipulating attention maps,
is unsuitable for the texture domain. To address this, we propose a novel
approach that instead manipulates CLIP image embeddings to condition the
diffusion generation. We define editing directions using simple text prompts
(e.g., “aged wood” to “new wood”) and map these to CLIP image embedding
space using a texture prior, with a sampling-based approach that gives us
identity-preserving directions in CLIP space. To further improve identity
preservation, we project these directions to a CLIP subspace that minimizes
identity variations resulting from entangled texture attributes. Our editing
pipeline facilitates the creation of arbitrary sliders using natural language
prompts only, with no ground-truth annotated data necessary.

1 INTRODUCTION
Generative models have given us unprecedented ability to create
and edit visual content using natural language alone. Text-to-image
diffusion models are trained on hundreds of millions of images
collected online, and usually offer great results for the kind of images
found at scale on the Internet [Ramesh et al. 2022; Rombach et al.
2022]. However, using thesemodels for domain-specific applications,
such as texture generation, can pose new challenges.
In this work, we target the creation of textures using diffusion

models, focusing specifically on texture editing. Textures are ubiqui-
tous in image manipulation, graphic design, illustrations, rendering,
and 3D modeling. While diffusion models can occasionally produce
a surprisingly good texture out of the box, more precise texture
manipulation remains a challenge. Recent work [Hertz et al. 2023;
Parmar et al. 2023] proposed to leverage attention maps for gen-
eral diffusion-based image editing, providing “weights” to focus the
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editing on the desired region. While this produces impressive photo-
graph editing results, attention maps are not nearly as informative
in the context of texture. We demonstrate in the evaluation that this
limits their value for texture editing.

We explore a di�erent solution: texture manipulations in the
CLIP [Radford et al. 2021] embedding space, akin to latent manipula-
tions in GANs [Patashnik et al. 2021]. We demonstrate our method
on variousediting directionsfor textures such as weathering, scale,
roughness, and more. Our approach allows to de�ne new sliders for
custom concepts with simple text prompts in a matter of minutes.

Our goal is to design a method with the following desirable prop-
erties: (1) the editing directions should be easy to de�ne, (2) editing
should preserve texture identity, (3) no ground-truth annotated
data should be necessary, and (4) no modi�cations to the original
di�usion model weights should be required.

In our work, we consider texture �identity� to include all attributes
of an input texture except the ones being edited. To make the edit-
ing direction as easy as possible to de�ne, we use two unrestricted
textual prompts. We have experimented mostly with antithetic ones
(e.g., �aged wood� to �new wood�) and more speci�c ones (e.g.,
�metal� to �rusty metal�), but any prompts that de�ne an editing
direction could be used. We compute dozens of possible CLIP image
embeddings for each of the two text prompts using a texture prior
network [Aggarwal et al. 2023; Ramesh et al. 2022]. This gives us
two clusters of embeddings, one for each prompt. We then compute
the direction between the two cluster centers. Averaging over mul-
tiple CLIP image embeddings factors out identity from the editing
attribute to a large extent, but we still observe some identity varia-
tion when taking steps along the editing direction. We empirically
�nd that many dimensions do not contribute to the attribute that is
being edited, but rather contain noise that results in these identity
variations. Thus, we propose to automatically select a subset of
the dimensions from the average direction based on per-dimension
intra- and inter-cluster statistical distances, e�ectively improving
identity preservation even for large step sizes.

A key �nding during our work is that identity preservation is
signi�cantly easier in di�usion models trained on image embeddings
(as opposed to trained on text embeddings). Intuitively, this is due
to the loss of information that occurs when describing an image (or
a texture) with text, compared to the actual information contained
in the image itself. We therefore leverage a di�usion model trained
with image embeddings for our editing method. This di�usion model
is moreover guaranteed to always produce tileable textures.

In summary, we propose an editing approach for textures by
manipulating CLIP image embeddings for a pre-trained image-
conditioned di�usion model using a texture di�usion prior. This is
enabled by the following contributions:

� De�nition of CLIP-space editing directions from text prompts.
� Pruning of dimensions for improved identity preservation.
� Analysis of our editing directions' generalization, combina-

tions, and use for generated images and real photographs.

Our method allows text-based texture editing through sliders
constructed from simple natural language prompts, while preserving
texture identity, high image quality, and tileability.

2 RELATED WORK
Di�usion-Based Generation.Di�usion models [Ramesh et al. 2022;

Rombach et al. 2022] have recently revolutionized the �eld of im-
age generation by creating high-quality image content from natu-
ral language prompts. They are based on the concept of di�usion
probabilistic models [Ho et al. 2020; Nichol and Dhariwal 2021;
Sohl-Dickstein et al. 2015; Song et al. 2021] and typically employ a
UNet architecture that performs iterative denoising from random
per-pixel initial noise. For e�ciency, this can be done in a latent
space of reduced dimensionality [Rombach et al. 2022]. Importantly,
they also use a conditioning mechanism to guide the denoising from
an input embedding [Dhariwal and Nichol 2021; Nichol et al. 2022].
This embedding can be a class [Dhariwal and Nichol 2021], a text
prompt [Nichol et al. 2022], or an image [Ramesh et al. 2022]. Text
and image prompts are typically encoded into vector embeddings
by large vision-language models like CLIP [Radford et al. 2021].
UnCLIP [Ramesh et al. 2022] (the base architecture of DALL-E 2)
uses image embeddings previously generated by a prior network
from text embeddings. Aggarwal et al. [2023] show how to spe-
cialize this prior for domain-speci�c contexts, such as textures. In
our work we address the problem of text-based, continuous texture
editing, leveraging a latent di�usion model with a domain prior.
Other works focus on texture generation on 3D shapes [Chen et al.
2023; Richardson et al. 2023].

Di�usion-Based Image Editing.Di�usion models are also widely
applied to solve image editing problems. SDEdit [Meng et al. 2022]
allows text-based image editing by leveraging a pretrained di�usion
model, re-inserting noise and continuing di�usion towards a new
condition. However, for larger edits, this approach cannot preserve
the identity of the original image well, due to its stochastic nature.
Recently, methods like Prompt-to-Prompt [Hertz et al. 2023], In-
structPix2Pix [Brooks et al. 2023], Pix2Pix-Zero [Parmar et al. 2023],
or Di�usion Self-Guidance [Epstein et al. 2023] have shown how ma-
nipulating cross-attention maps can help retain the structure of the
original image. These maps could also be used in combination with
self-attention and certain intermediate layers of the di�usion UNet
to better preserve global consistency [Hertz et al. 2023; Tumanyan
et al. 2023]. These methods can be applied to di�usion-generated im-
ages or to real photographs with the help of inversion [Mokady et al.
2023]. However, cross-attention maps rely on semantic information,
which is usually missing in textures (see Figure 2), and we �nd
that the performance of these methods on texture editing degrades.
Imagic [Kawar et al. 2023] better preserves identity by �ne-tuning
both the text embedding and the weights of the di�usion model.
While this gives compelling editing results, it requires a lengthy
�ne-tuning process for each target edit and each input image. Other
approaches have been proposed to guide the editing by example
images instead of text [’ubrtová et al. 2023]. Concurrently, Concept
Sliders [Gandikota et al. 2023] proposes to �nd edit directions in the
parameter space of a di�usion model through composable low-rank
parameter updates. While we share a similar goal, we use the or-
thogonal approach of �nding edit directions in the CLIP embedding
space, rather than in the parameter space of the di�usion model,
and our method does not require any �ne-tuning or other changes
to the di�usion model itself.
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Finding Directions in Generative Models.Our work �nds seman-
tically meaningful directions in the latent space created by CLIP
embeddings, which we leverage for texture editing. Exploring la-
tent spaces of generative models aiming to disentangle semantic
directions has been widely studied in the case of GANs [Härkönen
et al. 2020; Wu et al. 2021]. This is more challenging for di�usion
models, which typically lack such manageable space. Recent work
has shown that a more convenient space can be found in pre-trained
di�usion models through optimization [Kwon et al. 2022]. In con-
trast, our approach does not require optimization, simply requiring
two text prompts to de�ne a direction.

Texture Generation and Editing.Texture synthesis is a long stand-
ing challenge in computer graphics. In the last decade various deep
learning approaches were proposed, targeting the synthesis of larger
versions of input textures (e.g., [Henzler et al. 2020; Isola et al. 2017;
Li et al. 2017; Mardani et al. 2020; Rodriguez-Pardo et al. 2019; Sha-
ham et al. 2019; Ulyanov et al. 2016; Zhou et al. 2018]). A popular
approach is procedural modeling where the textures are de�ned
as a combination of noise, patterns, and �lters functions [Adobe
2023; Guehl et al. 2020; Hu et al. 2022]. One key bene�t of such
representation is controllability: as each function is de�ned by a
set of parameters, this representation lets artists expose semantic
control as sliders. Procedural content is however challenging to
author, requiring signi�cant artistic and technical skills, since the
parameters do not always correspond to intuitive concepts, and their
interactions may be exceedingly complex to understand [Serrano
et al. 2016]. Our approach targets the creation of similar sliders, en-
abling disentangled control over existing textures with simple text
prompts, without the need for complex procedural representations.

3 DIFFUSION-BASED TEXTURE EDITING
In this section, we �rst show how practices that have led to great
success in di�usion-based image editing are not well-suited to the
particular case of texture manipulation. These observations motivate
our choices when proposing a new method for texture editing, which
we build upon an existing latent di�usion model without the need
to re-train or �ne-tune for editing directions.

3.1 Preliminary Observations
We review design decisions made when editing with di�usion mod-
els, and analyze their e�ectiveness in the particular case of textures.

Cross-Attention Maps.Previous work on image editing with di�u-
sion models (Prompt-to-Prompt [Hertz et al. 2023] and subsequent
follow-up works [Brooks et al. 2023; Mokady et al. 2023]) made
the key observation that the spatial layout of the generated image
depends on thecross-attention maps, which are spatial attention
maps computed for each token of the text prompt (see Figure 2,
top row). These maps help with identity preservation during the
editing process, avoiding the need to mask a part of the image as
often done in previous methods [Avrahami et al. 2023, 2022; Nichol
et al. 2022], and which is impractical for textures. Cross-attention
maps yield impressive results for non-texture images that typically
have a clear structure with individual objects that correspond to
phrases of the prompt. Attention maps encode this structure and

Fig. 2. Visualization of cross-a�ention maps . We show maps at the last
di�usion step of SD 1.4 [Rombach et al. 2022], given two di�erent input
prompts.Top:�a cute panda eating pizza� (non-texture).Bo�om: �a texture
of small stones� (texture). The a�ention maps contain interesting semantic
information for the panda image, but fail to capture the texture structure.

Fig. 3. Text vs. image conditioning in di�usion models. Images gener-
ated by a di�usion model conditioned with two text prompts (top rows) and
images (bo�om rows). In both cases, each column represents a di�erent seed
when sampling the di�usion model. Text conditioning, even with a specific
prompt (second row), maps to a larger region in appearance space and can
thus result in many di�erent visual identities, while image conditioning
maps the result to a more specific appearance. Text conditioning is done
with SD 1.4 [Rombach et al. 2022], and image conditioning is done with the
Latent Di�usion Model of Aggarwal et al. [2023].

can be used to both manipulate or preserve it. However, textures
usually lack such a clear separation into individual objects, and thus
cross-attention maps are unable to capture structure and map it
to the textual prompt, failing to properly represent identity (Fig-
ure 2, bottom row). Consequently, our approach does not employ
cross-attention maps; instead, it relies on �nding a direction in CLIP
embedding space that preserves identity, as explained in Section 3.3.

Domain-Speci�c Generation.Large pre-trained models have
yielded remarkable performance on speci�c subspaces when �ne-
tuned on smaller datasets [Deschaintre et al. 2023; Gal et al. 2022a;
Ruiz et al. 2023]. An alternative to �ne-tuning an entire di�usion
model is to attain domain-speci�c generation by means of a prior
model trained on the speci�c data of interest [Aggarwal et al. 2023;
Ramesh et al. 2022; Zhou et al. 2023a]. This prior model, given a
textual input, outputs an embedding (an image representation) that
can then be used as conditioning to a di�usion decoder to produce
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